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ABSTRACT

In this paper, we present extensive user studielsrowsing and
information retrieval in the domain of unstructurédeos using
the VAST MM video library browser. Our studies weerformed
over a 3-year period with more than 1,000 participain the
university setting. The majority of students use tideo library
for retrieval of student presentations in a larggireering design
course. Through iterative analysis of context-dpecaudio,

visual, and textual cues, we are able to meas\grifisant

improvements on typical retrieval tasks, such aarckeng for

unfamiliar content in a large database with ove® 3®urs of
video. We also present user studies conducted onvtdeotaped
core computer science courses to measure the mesfubf the
VAST MM (Video Audio Structure Text MultiMedia) resirce

for final exam preparation. We find that studentsowse the
lecture video library experience significant impeawvent in final
exam scores.

To better compare video browsers featuring richt@ancues to
standard video players without cues, we have peddra large
experiment to collect measurable data on seardls.tés general,
the lack of index cues can be described by an sevezlationship
between amount of matching video content and tieggiired to
find it. When index cues are available, the rel&hip is constant,
that is, rare content is found in the same timecsmon content.
We evaluate this data and provide additional insigho two

common user interaction techniques: audio-visualvsing and
visual-only browsing. We show that user prefereisceniform,

but that audio-visual browsing is significantly raceffective for
search and retrieval of video data.

Categories and Subject Descriptors

H.3.4 [Information Storage and Retrieval: Systems and
Software — Performance evaluation, H.3nfdrmation Storage
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[Information Interfaces and Presentatior]: Multimedia
Information Systems -evaluation/methodologyH.5.2: User
Interfaces -graphical user interfaces (GUI)
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1. INTRODUCTION

Video has become a mainstream production mediurmamy
settings where traditionally other means of comraton and
archival of material were used. On-line and ofElilibraries for
video material are far outpacing the ability tofpen effective
information retrieval on this massive amount ofadaln the
university setting, for example, large video lihearof lecture and
presentation videos are effectively unused dueht® dost of
manual indexing and the difficulty of automatic pessing.

Lecture videos are a common means of reachingndiktarning
and increasingly also on-campus student, even thosmme
critics worry about declining class attendance.trutdional
videos have received much attention, and were figated in
passive [1] and invasive environments [2]. Struotrand
indexing of content is performed using visual ciyg&s3] and
textual cues within [4], and across [5] lecturesedentation
videos have been investigated with much less rigprthe
university environment, where they are used to neécand
evaluate student performance [6]. This genre hasetheless
found significant commercial appeal, in particufar recording
and dissemination of conference and corporate pratsens
(MediaSite, Tri-Digital).

Video indexing, search, and browser user interfdwse been
investigated most rigorously for popular video gemrsuch as
news videos. Informedia [7] and Fischlar [8] are sxamples of
systems among many others. These systems havedes&med
for highly edited audio-visual data, which exhikitown structure
(e.g. well-delineated news stories) and carefullyetl cues (e.g.
scene cuts, fades, etc.). Consequently, user actsffor news
videos tend to focus on highly segmented scenesdbais video
shots or stories. Lecture and presentation videmsligsimilar to
news videos in many respects; for example, theygareerally
unstructured (topics are not well-delineated) atwmb ainedited
(few or no visual cuts). Indices and user interfacsust be
sensitive to these characteristics.

Factors
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Figure 1: VAST MM video browser. Users can browseategories; search and view videos and their summas$; create public
annotations and personal bookmark. Shown in this @w is the browsable video summary for one video. @tent from different
modalities (thumbnails, speaker segments, keywordsic.) are temporally (vertical) aligned.

In prior work, we have introduced a practical vidadexer and
browser (VAST MM, see Figure 1), which we use tssdiminate
a large amount of unstructured lecture and preSentaideo

information to students [6]. In an automatic indexistep, we
extract visual, audio, and textual cues, includifemal snapshots
for video scenes (keyframes), speaker segments,kepdords

and phrases from speech. Because these videosnatitad,

visual segmentation is based on abrupt and gradoahges,
modeling events such as presentation slide chafaiapt) and
camera zoom/pan (gradual) [6]. We use commerciabapto-

text software (IBM ViaVoice) to generate highly atarate

automatic transcripts without applying custom laaggl or

speaker models. The transcripts are filtered fopwkeds and

phrases using an external text index, in our caselest

presentation slides and course textbook indices TBg VAST

MM browser disseminates the browsable and searehwidkeo

library. A category browser groups videos by a nadligudesigned

taxonomy, a text-based search engine provides kelyvemd

phrase search across all videos, and a detailegb védimmary
visually lays out index cues from a video (see Fégd). In

addition to automatically extracted cues, the videmwvser makes
available manual annotation tools, such as visuahcept

annotation, personal bookmarks and publicly acbéssi
annotations temporally aligned to specific videateaot.

For 3 years we have studied, evaluated, and imgroxdeo
indexing methods and interactive browsing tools.rotigh
extensive analysis of user interaction we were ablémprove
common tasks, such as searching for specific viotegent. We
show that over a series of semesters and withntineduction of
useful index cues, average time to complete setasks for

previously unknown content drops from 436 to 128oses and
successful completion of tasks increases from 5% %6.

2. BACKGROUND

We use lecture videos produced semi-professionbjly the
Columbia Video Network (CVN). Videos are made aaflié to
off-campus and selectively also to on-campus stisd€iassroom
lectures tend to be captured by dedicated cameesatmps in
classrooms set up with professional audio-visualmggent.

Presentation videos are produced more informallytyipical
classrooms by amateur camera operators. We haestigated
student presentation videos from a large introdyoctmgineering
design course aimed in part at developing professiskills.
Coursework requires student teams
presentations each semester to report on theirimggeork to
students, instructors, and clients. The videotagpedentations are
used by instructors for archival, and by studeatevaluate their
own and peer performance. Additionally, archivedtamal is
used by students to research past project work. dditlee main
difficulties encountered by course staff is the eefiive
dissemination of videotaped presentations. Witherthian 150
students per semester in more than 30 teams, melophtation
of videos is impractical and was, in fact, neverfgrened. With
the introduction of the VAST MM video library broes (Figure
1), the growing archive of videos is automaticafiglexed and is
readily available for students and instructors.

We administer user studies once or twice every stmeo
evaluate new and modified features and index cesser study
typically consists of several search and retrietaaks, which
students complete using the VAST MM video browsead which

to hold two fbrma



are logged in great detail. Search-related taskkide finding
familiar content, e.g.find and mark your first appearance in the
midterm presentation videbs“find and mark your team’s
discussion on functional requiremehtand finding unfamiliar
content, e.g.find the presentation on the design and constractio
of the wheelchair swirifg Summarization tasks include locating
and formulating a general idea about a presentdten reading
only the filtered keywords and phrases. In additionthese
recurring tasks, we also include tasks directed special
implementations in a given semester. In evaludtirgvideo face
index [6], for example, we added a directed taskiming faces.

In this paper, we report on a large collection skrustudies,
which were conducted to evaluate specific humagraation with
the VAST MM browser for presentation videos (seatti®), for
lecture videos (section 4), and common human intem with
standard video players (sections 5 and 6).

3. PRESENTATION VIDEOS

For over 3 years (6 semesters), we have administeser studies
to measure overall performance changes of videoclseand
retrieval using the VAST MM browser. We are ableattribute
some of the improvements to specific index and userface
elements because changes
incrementally. In this section, we report on sonfeth® most
interesting observations we have made.

3.1 Structure in Video

Structure in information helps in the disseminatirideas and in
the understanding of otherwise massive and comptecepts.
Especially when information is dense, like in atbeok or a
technical paper, structure in the form of chapteestions, and
subsections are imposed to better organize therislatEables of
contents and alphabetized indices serve as fagvatmethods.

Structuring information in videos can benefit disggation of its

contents similar to how it works with books. Thésgarticularly

true of unstructured, i.e. unedited videos, suchpEsentation
videos. In their unedited state, presentation \ddeature several
presentations back to back. A helpful structurad éor such a
video would indicate transitions between preseoati With the

addition of this cue, we are able to better desci@bvideo’s

content in a form equivalent to book chapters (@@megtions) and
sections (individual presentation slides).

To evaluate the added benefit of providing struetgues in
presentation videos, we have built an audio-basectbr to
identify the clapping of hands, which generally ksathe end of a
presentation. The Ul was then modified to providasaial mark
at each presentation transition so detected. FKinalle ad-
ministered a user study to measure the utilibthaf information.

In this study, we used an ablation method. Of ther fmost
relevant sources of information (1. streaming vid2okeywords/
phrases, 3. keyframes for each “scene” of neartaohsisual
similarity, and 4. presentation segmentation), ip@dnts were
presented with only two of these cues to compleg¢euiser study;
the remaining two cues were disabled. If we congilesentation
segmentation and keyframes to be structural cues saeaming
video and text to be unstructured, we identify téiiesting pairs to
test: (1) structured: segmentation + keyframes; &&mi-
structured: segmentation + video; (3) semi-striedurtext +
keyframes; and (4) unstructured: text + streamidg.

to VAST MM were made

Table 1: Evaluation of search tasks performed witHour
variations of an index-cue driven browser: Keyframe +
Presentation Segmentation, Keyframes + Text, Vide® Pres.
Seg., and Video + Text. Users who had access totieas based
on structure generally finish search tasks in thedast amount
of time. Table cells colored in green emphasize theest, while
those colored in red point out the worst results.

Participant sample size:

Keyframe Video
Presentation Seg 40 39
Text 37 40

Task: ‘Find the beginning of your first (or only) appeacanin
which you spoke during the presentation

Duration (sec) Keyframe Video
Presentation Seg| 31.78 72.43
Text 38.94 87.80

Task: ‘Find the beginning on your team's discussion on

Functional Requiremerits

Duration (sec) Keyframe Video
Presentation Seg| 57.38 125.77
Text 68.14 106.58

Task: ‘Find the presentation on the <TITLE> in any of the
provided videds

Duration (sec) Keyframe Video
Presentation Seg| 190.24 348.70
Text 217.69 353.22
Completion Keyframe Video
Presentation Seg| 68% 64%
Text 46% 46%
Task: “‘Summarize presentatiorf X

Duration (sec) Keyframe Video
Presentation Seg 59.95 126.44
Text 48.59 71.30

Participants were randomly assigned one pair of,caed we
ensured that the distribution was close-to-evehpaiticipants in
the user study were assigned the same search amdasization
tasks. Results from our study suggest a strongletion between
time required to complete search tasks and theladility of
structural cues (Table 1). In most cases, unstredtaues demand
100% more time for task completion. In the partclyl difficult
task of finding previously unfamiliar content, sttural cues also
help significantly with successful task completidn.each task,
minimum time required for completion and maximunmgdetion
score involved key frames, while maximum time reediand
minimum score always involved streaming video.

We also note that summarization is the only tasi ttearly
benefits from the availability of text cues. Howgvthis is also
the only task that does not involve search. Intargly, the
presence of streaming video still increased the trequired to
complete this type of task.



Table 2: Task duration and completion as a functio of
availability of video playback. When video is not aailable,
participants complete tasks significantly faster atquivalent

Table 3: Average task duration and completion in usr
studies performed at home and in-class. Students@much
more focused on completing tasks quickly in class.

completion rates. Prep. Prep. Com- Dura-
Video Streaming No Video Streaming Time | Actions | pletion tion
Complet'n| Duration | Completn Duration Fall In Class| 949 seq 902 96% 107.18 s
Spr. ‘05 90% 84.81s 91% 57.73sac | 2006 [ Home | 323sed 108 89% 208.13s
Fall ‘05 89% 126.78 s 90% 103.67 sec | Fall In Class| 668 seq 492 97% 148.38 s
Spr. ‘06 89% 131.71s 89% 75.82séc | 2007 [ Home 76 sec 33 76% 334.90|s
Effect of Availability of Streaming Video Effect of various Face Indices
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Figure 2: Average task duration for user studies wh and
without the availability of video. Without video, participants
complete tasks significantly faster.

3.2 The Availability of Streaming Video is

Counterproductive

Video is rich in redundant information, an obseimatthat is
exploited in the design of MPEG compression. Irtipalar in the
visual domain, many video scenes present the safoamation
with only small changes in activity. In a seriestiofee semester
user studies, we have evaluated how this redundémation
impacts the time required to complete directed cdeaand
retrieval tasks. For the completion of their uséudg, all
participants had access to the same version oiV&k®T MM
browser featuring browsable video summaries (keyfs).
However, we enabled streaming video only for haif te
participants. Tasks remain the same throughout.

We observe that browsable video index cues ardcirff for
successfully completing the search tasks, as denabed by a
comparable completion measure (Table 2). Time reduito
complete the task, however, is significantly lovilwy 20% - 40%)
when streaming video is not available (Figure 2§ ¥dn attribute
this difference to the “familiarity effect”. Anecthily, we observe
that when streaming video is available, studemd te make use
of this more familiar medium. When streaming videdaisabled,
students are bound to explore the browsable videorsaries.

3.3 Face Indices Save Time

When videos feature several actors, it is not amigortant to

represent what is being communicated, but also wo
communicating and how often they appear. A presiemtaideo

may contain 20 or more students, speaking in valyosized time
intervals and repetitions. To gain a better vievthef actors in the
video, we have introduced a visual face index, Wwitian be used

Figure 3: Time required for completion of face idetification
tasks. On average, more visual information, e.g. ithe form of
two large face images, speeds up task completion.

to locate presentation segments based on spedkergace index
was implemented in four variations in which a smzalvas
represented by (1) an extreme close-up headshptexizeme
close-up head and profile shot pair, (3) a medidosezup
headshot, and (4) a medium close-up head and @gifdt pair. In
our experiment, we have measured the time requéredmplete
two tasks: finding themselves in the video collectiand finding
a different student who they are unfamiliar withn @verage,
required search time decreases with increasingrr@Eton
content, in the order in which the face combinaiame listed
above. However, on an individual task basis, sligirtations are
apparent (Figure 3).

3.4 In-class Use is More Efficient

Over a period of two semesters, we have evaludteceffect of
participants completing their user study in a fdrrolassroom
setting versus a familiar home setting. While wpest students
to conduct themselves very differently in these sedtings, the
measurable effect is not clear. A comparison shibnvts students
in a classroom setting are likely to spend morgog@ration time
familiarizing themselves with the browser. We ndtewever, that
in-class user studies are also conducted with nr@erous
organization, and some preparation is mandatotlyeatime when
the administrator introduces the study. We obsardé&ect corre-
lation between preparation time, and successfld tasnpletion
and speed (see Table 3), discussed further irsegt6.

The dichotomy between in-class and at-home congpidiime is
largely due to a shift in usage pattern closelatesl to the
discussion in section 3.2. Students who compleedstudy at
home commonly revert to streaming video and do tade
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Figures 4a,b: Search task for unfamiliar content. @ntinual
improvements to VAST MM result in higher successful
completion and lower task duration.

advantage of the summaries. In-class participdrataiever, were
given an interactive demonstration of the tool, amde therefore
prepared for use of the browsable summaries. Seteer
indicators confirm this hypothesis, including inased usage of
keyframes in-class versus at-home, significantlyariateraction
with Ul customization parameters in-class, etc.

3.5 VAST MM Improves Over Time

Finding previously unfamiliar information is one tfie most
difficult video search tasks. For example, a verpagry for the
desired content can prove unsuccessful if theie rsismatch in
vocabularies. Likewise, dissimilarities between asers
formulation of a visual query and the actual viscahtents of a
video can be equally misleading. For example, asioal device
for people with disabilities” can be interpretedtlas picture of an
iPod, drum set, jukebox, home stereo, etc., wheadhit can be
software that specially interprets a standard P®dard.

In our extensive user studies, we placed great asiplon the
performance improvement of such tasks over timegh\Wonstant
updates to index cues and various search and userface
features in VAST MM, we were able to improve averag
completion times from 57% to 97%, and to lower agertimes
required for these tasks from 436 seconds to 128nsls (see
Figures 4a,b). We note that for these results, nlg oonsider
user studies performed under similar conditiores, in-class and
with the availability of streaming video.

3.6 Users Improve Over Time

We anticipated that a user's familiarity with theAST MM
browser would lead to improvements in task perforoea Not
unlike the experienced web searcher, who selegtsehrches for
text and images using various query styles, a o88AST MM
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Figure 5: Preparation time for correctly and incorrectly
completed tasks. On average, the more preparatiorinte
precedes a user study, the more likely a user conagés her
tasks successfully.
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should exploit different modalities to speedily qaete a search
task. While we have not tested this hypothesisnsxtely, we
find a correlation between familiarity and inexgerce as
measured by the preparation time before a usermgesga a user
study. On average, users who spent more time pngpare more
likely to successfully complete a task. Figure Bndastrates the
improvement for each semester’s user study, by eomp
average preparation time for all successfully versusuccessfully
completed tasks. These results consider only saasls and not
summarization tasks, which appear to be more $emdid non-
visual cues.

3.7 Cues Improve Time of Task Completion
We determine what features of the VAST MM browser most
effective for successful completion of user studigsder the
assumption that the data obtained for the varioeatufes
(variable X) in conjunction with task duration (iale Y)
follows a parametric distribution, we apply the Rea product-
moment correlation coefficient [12]. In evaluatingeful cues, we
find significant correlations to task duration fure following
features at = 0.05. In all user studies:
Skimming of high-quality keyframes
- Viewing streaming video
Zoom activity (changing amount of content displgyed
Low zoom, i.e. zoomed out (displays more infornatio
In some of the user studies we found:
- Scene segmentation activity, i.e. sensitivity efual change
(changes number of thumbnail keyframes displayed)

4. LECTURE VIDEOS

We have made available the VAST MM browser, atiee¢ years
of improvements, to students from two core compwEence
courses in the fall 2007 semester for their finare preparation
to measure a potential impact of the tool on cowtsely. The
courses include “Computer Architecture” and “Progmang
Languages and Translators” with a distribution nflergraduate
and graduate students, most of whom major in Coenttience.
Lecture videos are typically available only to ledigtance
students, and therefore, participants would noeHsad access to
the videos otherwise. We introduced the tool 1-2ksebefore the
final exam, so that students had access to themasaluring their
reading period. Limited instructions of the toofsatures were
given in a short in-class demonstration.
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Figures 6a,b: Midterm-to-Final exam grade improvemats for students who have used the VAST MM resourcf@eft) and students
who have not (right). Average improvement is 0.2%andard deviations in the presence of VAST MM and0.07 in its absence. The
absolute difference is one third of a standard deation.

While all students had access to the tool, paditim was
entirely voluntary, and of the 142 students fronthboourses, 91
(64%) did not attempt using it at all. There areesal reasons for
the lack of participation: students who are predwntly visual
learners may prefer using written material, pgptition was not
mandatory; students who attend lectures may ndtifibeneficial
to review audio-visual material.

We compute a normalized difference in midterm esaores and
final exam scores to create a measure of improventerthis
aggregation, we include all students, regardless tlodir
participation. The normalized measure is computedeims of
difference of standard deviation from the meanefach exam:

Midterm  Mean of midterm exam grades, all students
S midterm  Standard deviation of midterm exam grades
a, Midterm exam grade for studeint
M Mean of final exam grades, all students
S final Standard deviation of final exam grades
b, Final exam grade for studeint

Dimprovemen = bl "~ Tina - &1~ Mot

S final S midterm

Using improvementValues we are able to test statistically whether

the use of the VAST MM browser had any significaffect on
the improvement of student’s performance.

Figures 6a,b present distributions of exam diffeesfor the two
groups of participants. On average, non-VAST MM rsse
experience a slight drop of 0.07, whereas VAST Maérs
improve by 0.29 standard deviations. The data ptedehere is
representative only of student who have used thé fayr more
than 30 minutes.

We determine that duration of usage is a strongcatdr for

improvement. At =0.05 and using a two-tailed Pearson’s

correlation, we observe a significant positive ttebhetween
duration of VAST MM use and improvement in grade0.169
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Figure 7: Exam grade improvement as a function of sage for

students who have used VAST MM for more than 30 miutes.

Green points represent an improvement (up to 2 STDwhile
red points demonstrate a decline in score (at mo4tSTD).

(N=25) for students who used the tool more tham8tutes, and
r=0.301 (N=51) for all participants. Figure 7 graatily
summarizes the time students spent using VAST Miutheir
improvement and decline in exam scores.

We apply another Pearson's correlation test torméte VAST
MM browser features correlated to grade improvemait
observe strong correlations at0.05 for the following features:
- Skimming of keyframes
Zoom activity
Scene segmentation activity
- Text context activity (changing clusters of keywsrend
phrases)
- Viewing streaming video
Selecting videos from library
Low segmentation value (i.e. larger number of thoails
displayed for skimming)
It is generally difficult to measure the isolatetfeet of one
variable in the presence of many unaccounted okesuch, the
demonstrated improvement of exam scores for stadesing the
VAST MM tool could be attributed to other effectsiich as
extensive study from textbooks and notes. Howdvecause we



Table 4: Distribution of search tasks and their mathing video content. The entire video library contins 611,388 seconds of video
material. Search tasks were designed to measure sefafor rare and common content. (* Note that the prcentage of audio-visual
data providing sufficient cues for task completioris much lower than the percentage of library conten)

Type of Search task “Find video content for presentatidre oelating to ...” Time (sec) of Percentage of
Search Video Content | Library Content (*)
Qe Musical Device for People with Cerebral Palsy 1,860 0.3

'g{ % _5 Coogan's Restaurant - Food Waste to Energy 1,860 3 0.

na s CU Study Away - A Website for the Study Abroad Reog 2,160 0.4

o The MTA (Metropolitan Transportation Authority) 36 0.6

§ % The 125th Street BID 7,200 1.2

Ao Dr. Gil Lopez of CMSP Math Scales 14,400 2.4

- Information Technology (Web sites, Database prejedandheld devices, etc) 106,200 17.4

g% g Architectural Design (e.g. Lab space design, Offiesign, etc.) 117,000 19.1

[ ONS) Disabilities 223,200 36.5

compare two exam study periods in our evaluatiow, with and
one without the availability of video resourcesotigh VAST
MM, we can eliminate bias caused by several exteiawors.
Under the assumption that students did not altir tabndamental
study patterns between midterm and final exams;ameconclude
that the use of VAST MM for video reviews was béciaf.

5. INDEX-CUE BROWSING: AN ORDER
OF MAGNITUDE BETTER

Standard video players, whether on-line or offlindfer little
beyond player controls of play, pause, stop, aticheline-based
location slider. While highly edited entertainmenédia tends to
be played back by their audience without the nemd nfiore
advanced features, videos in other genres, liksemtation or
instructional videos require tools for retrieval sifecific content.
For example, a typical university lecture encompagsore than
40 hours of video material, which is an unwieldycamt of
information to search through. Audio, visual, aegttial cues are
necessary to provide searchable and browsableesdar larger
video databases; without such cues, video mateeisains a
cumbersome medium to use compared to the textrdkivVe/W.

To better understand user interaction with the ailieg standard
video players and to provide a baseline measuredimparison to
index-cue driven browsers, we have set-up a uselyswith 137
participants, 79 of whom used a standard videogp)agnd 58 of
whom used a cue-driven video browser. All partinigawere
given the same 9 search tasks in randomized cadéerthe same
video dataset containing 204 student presentatideog with
altogether 170 hours of audio-visual material (abb8® million
video frames). We have established beforehand ¢hah task
contains relevant matching material in the datab@selents were
given 30 minutes to complete as many of the taskmoasible.

The standard video player (an ablation of the besvehown in
Figure 8) includes the features play, pause, saspwell as a
location slider to quickly move to any position the video.
Additionally, the location slider provides a visust-forward
view of keyframes as the knob is moved to anothasitipn.
Using this control, the user is able to view théirenvideo in a

Figure 8: Index-cue driven browser featuring a listof text-
searchable (filtered and raw ASR) videos, video pleer, and
browsable video summaries with audio, visual, ancetual
cues. Users can interactively change the amount asgecificity
of information in the video summary via various slders.

The standard video player used in the user study &ured only
a list of videos and a video player. Text-based sea and
browsable video cues were not available to the user

matter of seconds. For practical implementatioryfreenes are
cached during video loading to ensure seamlessdimgvwof this
visual data; while not available in many video @iy this feature
was implemented to simulate the state-of-the-axtideo players.
The video player is embedded in an application likt&t the entire
video collection by titles, e.g. “Final Presentati®ection 1, Fall
2004, Tape 2", etc. Without search features, ther usust
randomly select and browse videos in search faskis matching
content. We thereby simulate a situation in which tiser has
access to a directory of videos without contentriled) cues.

The index-cue driven browser features searchaldebaowsable
indices in addition to the features of the standécito player
(Figure 8). Raw and filtered [9] automatic tranpticns are used
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Figure 10a-c: Search task results from an index-cu@riven browser. Index cues are useful for findingzideo content regardless of
number of matching video clips. Top shaded portiomf each bar indicates unsuccessful, bottom shadedcsessful searches.

as a searchable medium, while browsable visual, doekiding
thumbnail images, speaker segments, and filtergtvdwels and
phrases are displayed alongside the video playees. ifidex-cue
driven browser is embedded in an application simtta the
standard video player, listing the entire videdemilon by title.

Search tasks are designed to span a wide specfrinfoionation

contained in the student presentation videos, dteroto provide
comprehensive search criteria for rare versus camecootent, as
outlined in Table 4. (The equivalents to rare aoghimon content
in the TRECVID news video domain are, for exampie, visual

concept “prisoner”, which occurs very rarely, artte tvisual

concept “person”, which occurs very frequently.y Egample, to
find the presentation of a specific one-semestedesit project is
considered a rare search — out of 170 hours ofoyidaly 30

minutes of video count towards the correct answesearch task
to find a specific project client, who has supesdismultiple

projects over a series of semester, can be answgrady one of
multiple instances of video content. Finally, toamd for a
specific category of project can be answered hyash as 36.5%
of all video content, due to the breadth of specifiroject

categories. However, matching content in the vidatabase is
not equivalent to the actual audio-visual data Wwhprovides
sufficient cues to complete a task. These cueferifrom

presentation slides or spoken content, occur athmioever

frequency, which we have not specifically measured.

5.1 Comparison between standard video

players and index-cue driven browsers
Without searchable and browsable cues in video &eosy the
time required to locate specific content grows ised/ to the

Task Time: Index-cue driven browser vs. video playe r
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Figure 11: Required time to complete a search tasttepends
highly on available cues. With a standard video plger, search
time is inversely proportional to matching content,while an
index-cue driven browser offers near linear searctime.

amount of video content that matches the queryid&osbrowser
with the salient cues, however, should show a neastant
amount of time required to locate content of vagyiacurrence, a
phenomenon which we can document (see Figure 11).

As anticipated, a standard video player is ineiffecfor those
search tasks which seek very unusual matching sbrfégures
9a and 9b show that of all attempted tasks, thenibajof them
failed. When completed successfully, the average trequired
exceeded 10 minutes. However, a search task aimkxtating



Figure 12: Distributions for duration of video clips viewed during  Figure 13: Distributions for time skipped between ideo clips
Audio-Visual Browsing (blue) and keyframes viewed dring Visual- during Audio-Visual Browsing (blue) and time skipped betwee
only browsing (red). While their temporal scales ag different by a keyframes during Visual-only browsing (red). The usage patter

factor of 10, viewing patterns are the same.

common information with more than 15% of the corpassfying
this task was typically completed successfullyegisonable speed
with the same standard video player (see Figure 9c)

Most significantly, when an index-cue driven browseas
available to perform the same search tasks, coiopleand
required time remain comparable throughout, regasll of
difficulty (see Figure 10a-c). Overall completioatas exceed
70% as compared to 33%, and average required timEl©®
seconds is also significantly lower than 646 sesdiod standard
video players.

6. THE RIGIDITY OF BROWSING STYLE
Search and retrieval using standard video playetBowt any
index cues is as expected inefficient. Student$iepp variety of
strategies to perform the search tasks, givenldip |ist of videos
with only titles hinting at the semester in whidtey were shot.
Strategies included random selection of videoscsiein of only
midterm or only final presentation videos, sinceojgct
presentation content is similar in both of theserse milestones;
skipping entire years of presentations becausedkkipited only
one or two task-unrelated categories.

The video player provided to students offered twethuds of
browsing video content. The “audio-visual” methceflects a
sequence of video clip playbacks and temporal sKipe “visual”

method is based solely on fast keyframe skimmingyhich little

or no video, and no audio playback take place. Weerve that
students generally adhere to only one of theseocagppes during
the user study; 50% of students prefer audio-vidralwsing,

while the other half prefers visual browsing. Hoeethe number
of attempted and correctly completed tasks is Sagmitly higher,

and task duration is lower, for audio-visual bravgsisee Table
5). The advantage of audio-visual browsing is jikelue to

additional cues from audio, whereas strictly vispegsentation
material is sometimes too terse of a representation

Using the data from user studies on standard vidiegers we are
able to qualify the user interaction during seaactd retrieval

is the same for both approaches, with the temporalcale varying

by a factor of two.

Table 5: Audio-visual versus visual browsing. Their
preference among users is uniformly distributed. Haever,
audio-visual browsing tends to outperform visual-oty
browsing in search tasks.

Users | Attempted Task Correct

Tasks Time Answers
Audio-Visual | 39 97 531 sec 36
Visual-only 40 56 846 sec 15

tasks. Audio-visual browsing can be described asrépetitive
event of listening and viewing video clips of sothgration then
skipping a certain amount of time to the next vidép. We found
no significant correlation between these two stdpat is, the
amount of video viewed does not predict amount mfee
skipped. We summarize the unrelated distributiohsength of
video clip viewed and duration of video skippedrigures 12 and
10 (blue lines). Most users view between 1 andc8rses of video
then skip forward between 30 and 300 seconds okwzads
between 30 and 60 seconds.

Visual browsing can be described as the repetigvent of
viewing a keyframe then visually skimming a sett@fm at higher
speed to the next keyframe of interest. Measurihgtweyframes
the user viewed and which were skimmed quickly a¢ well

defined. Depending on the user’s cognitive abgitithe content
of a keyframe can be visually processed in less th@0

milliseconds. According to the empirical evaluatioeported in
[10], a person can read as many as 600 words pautenin a
flashcard setting, which, on average, is one waehye100 ms.
Similar results were found in [11] for recognizirgpjects in
scenes, e.g. “animals”. Subjects were able to ifyersicene
objects within 20 ms and process the informatiorthiwi an

additional 150 ms when previously unseen photograpire
flashed before them. Based on these evaluations;onsider a
keyframe skipped if it was viewed in less than 2@6. This



duration is enough to read two words from a key&aih it
contains a presentation slide. Figures 12 andd8liines) present
the distributions for duration of keyframe vieweddatemporal
distance between keyframes skipped. Most users &ikayframe
in less than 0.5 seconds before skipping forwardh® next
keyframe between 50 and 200 seconds or to a prekeyrame
up to 50 seconds backwards.

We observe that theemporal distanceskipped between video
content is similar between the two browsing appheac

However, theduration during which content is viewed differs
between audio-visual and visual-only browsing. Ehessults

indicate that visual-only browsing occurs at mudéghkr speeds.
Nevertheless, it is insensitive to potentially imfpat content only

available in audio material, leading to lower ssore

7. CONCLUSION

We have reported on a variety of extensive usatiesuin video
browsing, search, and retrieval. In experimentsigtesl to

measure the impact of index-enabled, searchabte bemwsable
video interfaces, we demonstrate the significarawtiiacks of
standard video players and libraries. We identifio ttypical

interaction patterns: audio-visual browsing, whidfers to a
playback-and-skip methodology, and visual-only ksimg, by

which users quickly skim video content by meankefframes.
While audio-visual browsing is a much slower pragésis more
effective for search and retrieval. We can theeefdeduce that
audio-derived cues are equally as important asalisues in
browsable video summaries.

In user studies aimed at evaluating the continmalex and
interface changes applied to VAST MM, we show how
combination of multi-modal cues result in signifita
improvements to search and retrieval. We were atde
consistently increase successful completion of staekd lower
their required time. Finally, we show in two uséudies how
VAST MM can become a useful tool for course stu®@n
average, students who have used the tool duringl faxam
preparation experience an improvement over theidtenin
grades, unlike those students who chose not ticjpete.

While our indexing and content browsing approachese

evaluated for lecture and presentation videos, Hreygenerally
applicable to unstructured and semi-structured osdeVisual

segmentation and cue extraction were designed piuiea a
variety of common abrupt and gradual visual eve®tgeaker
segmentation is equally as applicable to other wigenres.
However, keyword and key phrase filtering requires

appropriate vocabulary representative of each vidde have
successfully experimented with mapping presentatigieos to

presentation slides, lecture videos to courseltegk indices, and
also audio lectures to external course materiath as research
journal articles. Videos of different genres neaeibs need text
corpora that best cover their content.

However, with increasing manual editing and strriofyisuch as
exhibited in television entertainment and news, thgomatic
segmentation and multi-modal cue extraction to@manstrated
here become less relevant. Domain-specific visiod audio
analyses that are better tuned to known scenetsteuare better
suited to such video content. Similarly, our parfance measures
have been specifically designed for content resliefrom
presentation videos. Such metrics are highly depenadn a

video’s intended use and purpose and will likelycampass
different tasks and measures.
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